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1 PanoMixSwap vs. PanoStretch in Semantic
Segmentation

Table 1 shows the comparison between our proposed method, PanoMixSwap, and the widely
used panoramic augmentation technique PanoStretch proposed by Sun et al. [3]. We train
HoHoNet [4] on Stanford2D3D [1] with 1024 x 2048 input resolution. Training and dataset
settings are the same as those described in the main paper’s Sec. 4.2. The results demon-
strate that training with PanoMixSwap yields better results compared to training without
PanoMixSwap, regardless of whether PanoStretch is used or not. While we find that using
only PanoMixSwap outperforms using both PanoMixSwap and PanoStretch. We speculate
the reason is that our PanoMixSwap already augments the layout structure, so the additional
diversity by PanoStretch is limited since PanoStretch would make the images less realis-
tic. Noted that we have made the layout estimation comparison between PanoMixSwap and

PanoStretch in Sec. 4.3 of the main paper.

PanoMixSwap PanoStretch mloU(%) mACC(%)

- - 52.00 65.00
v - 56.02 67.43
- v 53.63 65.06
v v 55.91 67.03

Table 1: Quantitative comparison between two panoramic augmentations— PanoStretch

and PanoMixSwap on semantic segmentation task.
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2 More Visualization Results from PanoMixSwap

More Visualization Results from our augmentation, PanoMixSwap, are shown in Fig. 1. The
proposed PanoMixSwap can produce indoor panoramic images with exceptional quality as
well as diversity.

Figure 1: More visualization results of PanoMixSwap from Structured3D [5] (upper part)
and Stanford2D3D [1] (lower part)
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3 Qualitative Comparison for Semantic Segmentation

This section depicts the qualitative comparison between training with PanoMixSwap and
with the original setting for the semantic segmentator HoHoNet [4] on Stanford2D3D [1]
and Structured3D [5]. Qualitative results in Stanford2D3D [1] are shown in Fig. 2, while
results in Structured3D [5] are shown in Fig. 3. Training with PanoMixSwap can generate
more accurate semantic masks on both Stanford2D3D [1] and Structured3D [5].

Original Setting W/ PanoMixSwap Ground Truth
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Figure 2: Qualitative comparisons for semantic segmentation on Stanford2D3D [1]. The
results from the original setting column are obtained from the HoHoNet’s [4] officially re-
leased pre-trained weights.
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Original Setting W/ PanoMixSwap Ground Truth

Figure 3: Qualitative comparisons for semantic segmentation on Structured3D [5]. For sim-
plicity, we leverage HoHoNet [4] implementation on Structured3D [5], which reduces orig-
inal 40 semantic classes to 9 classes.
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4 Qualitative Comparison for Layout Estimation

Fig. 4 presents qualitative comparisons between training with PanoMixSwap and training
with original settings for two layout estimators— HorizonNet [3] and LGT-Net [2] on the
Stanford2D3D [1] dataset. Using PanoMixSwap for training can produce more accurate
cuboid layouts compared to training with the original settings on both models, with Hori-
zonNet [3] showing a particularly notable improvement. Noted that all original results of
HorizonNet [3] and LGT-Net [2] are generated by their official pre-trained models.

Figure 4: Qualitative comparisons of layout estimation on Stanford2D3D [1]. The results
in the upper part are generated by HorizonNet [3] while those in the lower part are from
LGT-Net [2]. The green, red and blue are the ground truth layout, original setting results and
PanoMixSwap results.
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